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A B S T R A C T   

In order to effectively integrate medical data and alleviate the problem of uneven distribution of medical re-
sources. In this paper, we combine the techniques of expert systems, graph neural networks, and knowledge 
graphs to propose a disease guidance model combining semi-supervised graph neural networks and knowledge 
graphs. We use the MASR speech recognition module combined with gated convolutional units for effective text 
processing of different types of speech; then we use the LTP module in natural language processing for semantic 
analysis and segmentation matching of interrogative sentences; we combine keywords with the number of dis-
eases and divide and construct the set of nodes with knowledge graphs. And we use semi-supervised graph neural 
network type analysis to give treatment results and rehabilitation suggestions effectively. We optimize the 
Chinese and English corpora respectively, adding consideration for local dialect audiences. We performed a 
comprehensive comparison of the accuracy and training time of several mainstream GCN algorithms and our 
GCN semi-supervised (SGS) under various graphical text datasets to validate the efficiency and accuracy of our 
own algorithm choices. We preprocess the number of different symptoms for classification and simplify the 
redundant nodes to optimize the running time while taking into account the overall convergence. The opera-
tional mechanism of the model as well as the convergence and hits under different symptom parameters are 
explained through hit rate and convergence rate metrics to demonstrate the effectiveness and stability of the 
model under proprietary medical conditions.   

1. Introduction 

Intelligent Healthcare aims to build a regional medical interaction 
platform for sharing medical information through the integrated use of 
technologies such as the Internet of Things, cloud computing, and big 
data to achieve. It aims to enable linking and data sharing between 
patients and medical staff, healthcare providers, and medical equipment 
(Ali et al., 2020). Intelligent healthcare breaks through the spatial and 
temporal limitations of traditional healthcare at both the technological 
and institutional levels, emphasizing the integration and development of 
network information technology with all aspects of traditional health-
care, fully alleviating the current global problem of uneven spatial and 
temporal span in the distribution of healthcare resources (Demirkan, 
2013). 

There are six main aspects of intelligent healthcare: Reception, 

Examination, Diagnosis, Treatment, Prescription, and Healthcare (Liu 
et al., 2019). The most central part of intelligent healthcare is diagnosis. 
The prerequisite for effective treatment in the medical process is also 
based on an accurate and rational diagnosis. However, traditional 
medical diagnosis has many limitations in time and space: traditional 
medical models are disconnected from each other, making it difficult to 
effectively integrate the exponential growth of medical data; traditional 
medical resources are unevenly distributed geographically, and it is also 
difficult to meet the needs of patients around the clock; in the rapid 
iteration of medical data, it is difficult for specialized doctors to accu-
rately diagnose complex symptoms that are interdisciplinary and 
unpracticed (Vayena et al., 2018; Goldstein et al., 2007; Allen et al., 
2003). 

Faced with the dilemma of optimizing traditional diagnostic 
methods in intelligent healthcare, the rapid development of artificial 
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intelligence in multiple fields has brought new solutions. This approach 
can be temporally divided into two main phases, knowledge-driven and 
data-driven (Zheng and Rodríguez-Monroy, 2015; Abidi, 2001;Cai 
et al.,2019; Hu et al., 2016). The two main representations are Expert- 
based treatment systems based on computer logic and causal inference 
in the second half of the last century (Calegari et al., 2020; Hasan, 2012; 
Shameer et al.,2018); and the data-driven machine-learning approaches 
that have been flourishing since the beginning of this century. 

This century has seen a further boom in machine learning methods in 
intelligent healthcare systems, and one of the relatively mainstream 
branches is the derivation of Neural Networks (Liu, Faes, Kale, Wagner, 
Fu, 2019). It is a computational model that simulates the human nervous 
system and consists of a large number of artificial neurons. It is mostly 
used for learning and training to achieve classification, recognition, and 
prediction of input data. 

In recent years, with the widespread use of large-scale parallel 
computing and Graphic Processing Unit (GPU) devices, coupled with a 
significant increase in data volume, the computing power of computers 
has been greatly improved. Traditional or variant artificial intelligence 
models have been widely applied in various fields such as finance and 
industry (Li et al., 2021; Huang et al, 2020; Zhang et al., 2021;Diniz 
et al.,2022).For example, Ana P. M. Diniz et al. effectively identified 
Submerged Entry Nozzle (SEN) blockage problems in a dataset with 
high-noise signals using the LSTM algorithm in the steel industry (Diniz 
et al.,2022). Indranil Ghosh et al. developed a model to predict stock 
price trends under class-imbalanced conditions (Ghosh and Chaudhuri, 
2021). 

Neural networks have also flourished in the application of knowl-
edge graphs. In 2011, Bordes et al. constructed a knowledge graph by 
learning entity relationships based on traditional neural networks, such 
as MLP and RNN (Bordes et al. 2011). (Socher et al., 2013) completed 
the completion and inference of knowledge graphs using neural tensor 
networks (NTN). (Kipf and Welling, 2017) proposed a semi-supervised 
classification method based on Graph Convolutional Networks (GCN) 
for building knowledge graphs. With the rise of Convolutional Neural 
Networks (CNN), (Nguyen et al., 2018) used CNN to learn global re-
lationships and transitional features between entities and relationships 
in knowledge graphs. (Xu et al., 2018) proposed a learning method 
called JK-Net based on GCN in 2018 to establish knowledge graphs, 
which uses multiple GCNs to learn different levels. (Wu et al., 2019) 
proposed a simplified graph convolutional network method called SGCN 
to build knowledge graphs, which simplified the weight-sharing mech-
anism of the original GCN and reduced the number of model parameters 
and computational resources (Wu et al., 2019). 

In this paper, we use advanced technologies such as language 
recognition and natural language processing (NLP) and graphical neural 
networks (GNN), and knowledge graphs (KG) to focus on doctor-patient 
questions and assisted diagnosis. We use knowledge graphs and graph 
neural networks as the underlying core, by placing disease descriptions 
in the knowledge graph and using the connectivity and open organiza-
tion capabilities of graph neural networks to achieve the extraction, 
fusion, inference, and quality assessment of disease and diagnostic ideas 
to achieve reasoning and assist in diagnosis. 

2. Related works 

2.1. Expert system 

An expert system is an intelligent computer program system that uses 
the knowledge and experience of a level expert in a domain to reason 
about problems. The earliest expert system, DENDRAL, was born at 
Stanford University in 1968 (Lindsay et al., 1993; Buchanan and Fei-
genbaum, 1978; Feigenbaum et al., 1970) and the medical domain 
system MYCIN was developed in 1976 (Shortliffe, 2012; Daniel 
et al.,1997;Shortliffe et al, 1975). The following decades have also seen 
the extensive development of expert systems in healthcare, with 

interactive systems such as Icons, Diagnosis Pro, and the Help System, a 
logic-based health assessment system (Pryor et al., 1982). 

Expert systems have two main components: the knowledge base and 
the inference engine. The development of fuzzy logic in recent years has 
accelerated the development of expert systems, incorporating probabi-
listic and uncertainty-based knowledge into decision-making applica-
tions, helping people to deal with complex problems with a high degree 
of uncertainty, such as the detection of chronic diseases and the pre-
diction of cholera outbreaks (Fleming et al., 2007). In today’s fast- 
growing data-driven approach, it is difficult to constantly build and 
update a knowledge base. At the same time, it can become more complex 
in resource-poor environments. The original expert systems based on 
logical judgment and knowledge bases appear somewhat underpow-
ered. Many expert systems also lack accurate tracking mechanisms, 
which can undermine the trust of clinicians and patients. 

2.2. Medical guidance system 

The Guided Care System is functional computer software with 
doctor-patient questions and autonomous diagnosis. It has the function 
of alleviating labor costs, avoiding human errors, and effectively 
assisting doctors in guiding their judgments and early warning of risks. 
In principle, it can be broadly divided into two categories: rule-based 
templates and data-based models. The former is achieved by manually 
establishing rules for the correspondence between symptoms, diseases, 
and departments. The latter treats consultation as a departmental clas-
sification problem. Patient descriptions and department data are 
extracted and used as a guide model using traditional machine learning 
methods or deep neural network classification models. The principle of 
the two types is shown in the Fig. 1. 

The process of implementing applications began as early as the 
conceptual and technical background of machine diagnosis proposed by 
Ledley in 1966 (Ledley, 1966), the judgment approach based on 
Bayesian theory to identify bacterial diseases, etc. proposed by Willcom 
in 1972 (Willcox et al., 1973; Curiac et al., 2009), the integrated feature 
selection approach applied by Abeel in disease diagnosis using support 
vector machine classification algorithms in 2010 (Abeel et al., 2009; 
Wosiak and Zakrzewska, 2018), and the combination of artificial bee 
colonies and improved Bayesian to achieve nearly 100% prediction ac-
curacy in the field of heart disease and neurological disease diagnosis by 
Ahmed in 2014 (Babaoğlu, Kıran, & Ülker, 2013; Li, Cao, Wang, He, & 
Jin, 2020; Wang, Zhang, Liu, He, & Wang, 2021). 

Fig. 1. Principle of Medical Guidance System.  
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2.3. Medical knowledge graph 

Medical data have seen an exponential surge with the rapid devel-
opment of the Internet, but data on the Internet is mostly characterized 
by heterogeneous diversity and a loose organizational framework. To 
better access information challenges, Google proposed the knowledge 
graph model in 2012, which gradually became a new structured carrier 
due to its powerful open organizational capability (Dong et al.,2014). In 
medical applications, knowledge graph construction can be divided into 
processes such as representation, extraction, fusion, inference, and 
quality assessment. The schematic diagram of the principle of graphical 
neural network is shown in Fig. 2 

In the field of disease diagnosis application, in 2017 Rotmensch M 
et al. explored a method to construct medical knowledge graphs directly 
from electronic medical records by using Bayesian networks, but there is 
also the problem of not considering noise and not considering edge cases 
between symptom nodes (Rotmensch et al., 2017). In the same year, 
Weng H et al. proposed an automatic medical knowledge graph con-
struction framework based on semantic analysis, which effectively 
improved the quality of knowledge graph construction (Weng et al., 
2017); C Zhao et al. constructed an EMR-based medical knowledge 
network by extracting medical entities and proposed a clinical decision 
support diagnosis model that could provide the corresponding clinical 
decision support by using symptoms as input only (Zhao et al., 2017; 
Zhao et al.,2018); (Li et al., 2018) constructed a medical knowledge 
graph from 3,767,198 patients’ electronic medical records to extract 
medical knowledge and innovatively proposed a quadratic structure to 
replace the classical triad in knowledge graphs to represent medical 
knowledge (Li et al., 2020). 

2.4. Graph neural network 

Graph neural networks are based on deep learning to process data 
with topological structures. It widely uses in various fields due to its 
good performance and traceability. It can deeply perceive the relation-
ship between entities in the modeling process by graph structure data. 
The graph structure is formed using vertices and edges connecting the 
vertices. Specifically, in medical graphs, we consider the corresponding 
diseases and corresponding symptoms can be regarded as entity points, 
and the relative diagnostic relationships between them can be regarded 
as edges, which together form a kind of graph network(Scarselli et al., 
2008). 

By introducing a computational neural architecture, we can 
construct GNN models for time series prediction. In this field, there are 
the earliest ideas borrowed from CNN by Li zhang et al. in 2005 to design 

graph convolutional network (GCN) architecture to handle complex 
graph data (Zhang and Bai, 2005; Li et al., 2019) proposed a graph 
convolutional network-based disease gene prioritization (PGCN) 
approach that outperformed all models at that time for discovering as-
sociations of diseases; and (Ahmedt-Aristizabal et al., 2021) proposed a 
multi-graph neural network (GNN) model for medical diagnosis and 
analysis using a comprehensive methodological review. 

3. Theory and methods 

3.1. Overall process framework 

In the process of implementing the model for the implementation of 
the doctor-patient question and answer session and the guided consul-
tation, we have made the overall model patient-oriented. Concerning 
the process experienced by the patient in practice, is divided into three 
main steps as follows (Fig. 3):  

1. Patient questions and describes information such as basic medical 
conditions. Using MASR’s speech recognition module combined with 
gated convolution units to convert the input from speech description 
to text information. 

2. Natural language processing is applied to the content of the text it-
self, using the LTP module to delineate the question types and se-
mantic analysis. The question types can be classified to better match 
the question and answer results according to the question types.  

3. Combining the number of keywords and diseases in the question and 
answer, the set of nodes and knowledge graphs are constructed ac-
cording to different situations. We use graph neural networks for 
matching and disease-type analysis to give effective medical advice 
and advice on medication and diet, etc. 

3.2. Patient speech recognition 

3.2.1. Fundamentals 
For the recognition and improvement of patient speech, we selected 

the MASR (Mandarin Automatic Speech Recognition) module as the 
Mandarin recognition module for Chinese. MASR is an automatic speech 
recognition framework implemented on the Pytorch platform, using an 
end-to-end deep neural network-based model for training, with the ad-
vantages of good model generalization and broad platform compati-
bility. (Ni et al., 2010). We used Gated Convolutional Neural Networks 
to optimize the original Wav2letter (Facebook 2016) framework by 
converting the activation functions from ReLU and HardTanh to GLU 
gated linear units and achieved better convergence in real-world tests 

Fig. 2. Principle of Graph Neural Network Constructions.  
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(Pratap et al., 2019; Collobert et al., 2016; Dauphin et al., 2017). The 
basic Construction of Wav2letter is shown in Fig. 4. 

The main implementation processes are as follows (Fig. 5):  

1. Recording of basic audio on the hardware side, conversion to WAV 
files, and normalization according to the time domain information of 
the amplitude.  

2. The time–frequency transformation process is achieved by the Fast 
Fourier Transform (FFT); next we transform the signal into the 
recognition model (Nussbaumer, 1981; Brigham and Morrow, 1967).  

3. The main body of the model consists of CNN convolutional neural 
networks for feature extraction, RNN recurrent neural networks for 
the prior iteration, and linear regression layers. 

4. Finally, the processed results are decoded using the Ctc_Beam_-
Search and Ctc_Greedy decoders (Hori et al., 2017; Lee and Wata-
nabe, 2021; Franke et al., 2007). 

where the Ctc_Greedy process takes the index of the maximum value 
in the second dimension, takes the indexed, and removes the space. Also, 
adjacent values with the same index are removed using the greedy al-
gorithm. The basic principle of Ctc_Greedy is to connect the beam size 
nodes in ti-1 to get a new beam size sequence and the corresponding 
score, and then select the top beam size sequences in the order of score 
from largest to smallest, and advance in turn. 

Fig. 3. Basic Schematic.  

Fig. 4. Basic Construction of Wav2letter.  

Fig. 5. The Main Implementation Processes.  
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To measure the speech recognition performance, we selected the 
word error rate (WER) for English direction and the character error rate 
(CER) for Chinese character recognition to measure the evaluation 
model. When the error rate is smaller, the better the model recognition is 
(Klakow and Peters, 2002; Graves and Jaitly, 2014). 

Here, we have chosen the character error rate (CER) to measure the 
recognition accuracy of the smallest unit word of Chinese text. Its main 
calculation formula is: 

CER =
S + D + I

N  

Accuracy = (1 − CER)%  

where S, D, and I denote the number of anomalous errors, S (Substitu-
tion) denotes the number of substitutions, D (Deletion) denotes the 
number of deletions, I (Insertion) denotes the number of insertions, and 
N is the total number of words identified in the round. 

In order to verify the effectiveness of the MASR model in recognition 
effect, we selected other speech recognition algorithms such as ASRT, 
PPASR, etc. The recognition effects in the classical datasets of Thchs30, 
Free St Chinese Mandarin Corpus, and Aishell were compared and 
plotted as shown in Fig. 6. We also recorded the changes in recognition 
effect after multiple rounds of iterations and recorded them in Fig. 7 (Bu, 
Du, & Na, 2017; Watson, Qiu, Chamberlain, & Li, 1996; Chen et al., 
2019; Wang and Zhang, 2015). 

3.3. Natural language processing 

After obtaining a valid speech input and recognition model, we use 
natural language processing (NLP) to further classify and process the 
linguistic text entered by the patient (Dreisbach et al., 2019; Sarmiento 
and Dernoncourt, 2016). The main technical route implemented is 
shown in the following diagram: recognizing natural interrogative sen-
tences from the speech input text, analyzing the sentences by using LTP, 
classifying the interrogative sentences according to the different 
consultation needs, and converting the basic information of the utter-
ance. Finally, match the text to the relevant text in the medical knowl-
edge graph (Che et al., 2010; Liu et al., 2020). The processing of the 
Question is shown in Fig. 8. 

According to traditional standards, we define human–computer 
dialogue scenarios as Chat, Question, and Answer (QA), and Task (VPA). 
Considering the question and answer to the problem of doctors and 
patients, we mainly focus on the QA type of conversation. To further 
optimize response accuracy, we used a combination of further catego-
rization of interrogative sentences and keyword searches for medical 
conditions to achieve a cross-validation complement to the search 

approach (Worthey et al., 2011). 
In the input text recognized by the patient through speech, we 

selected the LTP model for the syntactic analysis of the input Chinese 
templates. We divided the main structural units into the sentences in 
turn and analyzed the directions of word division, lexical annotation, 
named entity recognition, and semantic annotation to achieve multi-
variate verification. 

By calling the question type classification script and the question 
parsing script, we classify the disease queries into a total of 18 query 
variants such as disease symptom query, known symptom search for a 
disease, query about the cause of a disease, dietary advice, and treat-
ment options for a disease. The focus is on the symptoms of the disease 
and the keyword search itself, and the knowledge graph database is used 
to match the patient with the relevant information about the symptoms, 
disease, and treatment recommendations (White and Horvitz, 2009). 

3.4. Medical knowledge Graph + GCN Semi-supervised learning 

In the knowledge graph, we use the graph database of neo4j to stock 
a sample of data entities. The main relationships consist of the disease 
itself as the central node, which in turn derives knowledge nodes related 
to medical departments, drug things, symptoms, and co-occurring dis-
eases (Chen et al., 2020; Yan et al., 2020). Fig. 6. The Test Results of Three Algorithms.  

Fig. 7. Comparison of MASR Model Recognition Rate with the Number 
of Iterations. 

Fig. 8. The Process of Question Processing.  

X. Wang et al.                                                                                                                                                                                                                                   
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3.4.1. Selection and screening of the database 
For the selection of the database, we believe that the priority concern 

of patients is the type of disease corresponding to the corresponding 
symptom. Therefore, how to match symptoms and diseases, as well as 
the prevalence of different diseases, were the indicators we prioritized in 
selecting the database. In the Chinese data, we selected the disease data 
from the Medical Search website; to reflect the authority and interna-
tionalization of the data. We also selected disease data from the 
authoritative disease database MalaCard and excluded rare diseases and 
diseases with missing prevalence (Rappaport et al., 2013;Rappaport 
et al., 2017). For the data from these databases, we constructed 
knowledge graphs and pre-trained them for GCN semi-supervised 
learning (Li et al., 2018; Jiang et al., 2019). 

For single-symptom input, we only need to select the data with the 
highest prevalence in the tree structure. For multi-symptom input, we 
need to construct a tree structure for each symptom separately, and then 
select the data with the highest prevalence after taking the intersection 
of the sets of leaf nodes of each tree structure (Halder et al., 2012). 

3.4.2. Preprocessing of input symptoms and construction of subgraphs 
The symptom descriptions obtained from the natural language pro-

cessing process are often vague and cannot be found directly from the 
graph database. For example, “headache” can be subdivided into 
“intermittent headache” and “persistent headache” in the database. To 
facilitate the search and processing of data, it is necessary to build a tree 
structure with the patient’s input disease as the root node. 

Suppose the symptom entered by the patient is the string “a”, find the 
symptom “*a*” containing the string “a” in the graph database. (find the 
specific description of the patient’s symptom in the graph database). At 
the secondary structure of the tree structure, the symptoms of the sec-
ondary structure are then looked up separately for the corresponding 
diseases as the leaf nodes of the tree structure. To facilitate processing 
and simplify the structure, we delete the secondary structure so that the 
leaf nodes are directly connected to the root node to complete the tree 
structure. The structure after deletion is shown in Fig. 9. 

3.4.3. GCN semi-supervised learning classification 
However, in the case of multiple symptoms, the intersection of leaf 

nodes is often the empty set, especially when the patient’s description of 
the symptoms is defined or when there are more symptoms. Removing 
trees with fewer nodes and thus reducing the “constraint” on the inter-
section is an easy and inexpensive strategy, but there is the problem that 

some small probability of possible outcomes may be overlooked, which 
is in a sense irresponsible to the patient. 

In the following study, we consider a two-layer GCN for semi- 
supervised node classification on a graph with a symmetric adjacency 

matrix A (binary or weighted). We first compute Â = D̃
− 1

2ÃD̃
1
2 in a pre-

processing step. Then, our forward model takes the following form: 

Z = f (X,A) = softmax
(

ÂReLU
(

ÂXW(0))W(1))

The schematic diagram of a multilayer graph convolutional network 
(GCN) for semi-variate learning shown in Fig. 10 has C input channels 
and F feature mappings at the output layer. The graph structure (edges 
are shown as black lines) is shared over the layers and the labels are 
denoted by YI. 

When we consider the diseases associated with the diseases corre-
sponding to the symptoms, we add a third level of structure, the diseases 
associated with the diseases in the two-level structure (leaf nodes), to the 
tree structure constructed above. For the tree structure with root node a, 
we denote the nodes of the two-level structure as set A and the three- 
level structure as A’, and the naming of each tree structure is similar. 
The Multi-level Set Structure is shown in Fig. 11. 

For the case where there are only symptoms a, and b, take the 
intersection of sets A and B’ and delete the nodes in set A that do not 
belong to the intersection. Similarly, take the intersection of sets A’ and 
B, and delete the nodes in set B that did not belong to the intersection. 

Note that there may be nodes that belong to the intersection of set A 
and set B’ but are not connected to nodes in the intersection of set B and 
set A’(These diseases are connected to the root node a and are associated 
with a disease in set B, but the corresponding disease in set B is not 
associated with a node in set A). Therefore these diseases are only 
connected to node a in the newly constructed graph and not to the nodes 
connected to node B. We call these nodes orphan nodes and they need to 
remove. 

In this way, we have integrated the two tree structures into a new 
graph structure. Where, except for the two roots nodes a, and b, any 
node is connected to at least two different nodes and is not connected to 
a node at the same level of the original tree structure. If the intersection 
of set A, B’ and the intersection of set A, B’ are not empty, set label = 0. 
For node A and label = 1 for node, B. Set the feature values to all of 1 and 
started GCN semi-supervised classification. The obtained results are 
similar to the Fig. 12. 

Of course, there may be cases where only nodes are 0 or 1 at the end, 

Fig. 9. Set Simplification Process.  
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and all other nodes are 1 or 0, and we need to discard such cases. Finally, 
we select the disease with the highest prevalence among the nodes 
connected with label = 0 and label = 1, and that is the result we want. 

If the intersection of set A, B’ or the intersection of set A’, B are 
empty, it means that we cannot find the relevant disease based on the 
symptom description provided by the patient. At this moment, we no 
longer consider adding more structural layers to the tree structure, 
because its relevance will decrease step by step and will not be 
considered. 

The case of three symptoms and more is similar to that of two 
symptoms. The process of removing isolated nodes is shown in Fig. 13. 
Note that the intersection of set A with the sets B’, C’, and D’….….. is 
selected as the node connected to A when constructing a new graph. In 
the final output result, there is often no result due to finding multiple 
cases where different labels are connected. So we choose the concate-
nation of nodes with different labels as the possible result. In other 
words, as long as two nodes have different labels and are connected, 
they are added to the set of possible outcomes, and the disease with the 
highest prevalence is selected as the output in this merged set. 

The overall implementation process is described as follows: for 

symptom s1,s2,⋯,sn,n ≥ 2, the set of its t-level child nodes is S1, S2,⋯, Sn 
and the set of its second-level child nodes is S′′

1, S′′
2,⋯, S′′

n, respectively. 
Then for symptoms si, i = 1,2,⋯, n, take S′

i = ∩n
j=1,i∕=j(Si ∩ S′′

j ) the new 
first-level node. Let the set of possible isolated points be I, then the final 
set of graph nodes obtained is s1, s2,⋯, sn∪

n
i=1 S′

i I. 
After GCN semi-supervised classification, let the set of nodes with 

different labels be N0,N1,⋯,Nn− 1, respectively, and if the set of ∃ < Ni,

Nj > or < Nj,Ni >, i ∕= j, noted as Uij = Ni,Nj, i ∕= j is satisfied, the set of 
results is R = ∪

1≤i,j≤n
Uij. Finally, the disease with the highest prevalence is 

selected as the output in this concurrent set. 
We finally named the overall implementation of the algorithm 

Seeking Based on GCN Semi-Supervised (SGS), and the associated 
pseudo-code implementation is shown in the Fig. 14. 

4. Experiments 

4.1. Baseline 

In the baseline reference, we mainly selected three mainstream 

Fig. 10. Multilayer Graph Convolutional Network (GCN).  

Fig. 11. Multi-level Set Structure.  
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algorithms, Cheby_GCN, LPA_GCN, and AS-GCN, to compare their per-
formances. Firstly, we compared Cheby_GCN, which is based on the 
Chebyshev polynomial, and then compared LPA_GCN, which combines 
Label Propagation (LPA) and Graph Convolutional Neural Networks 
(GCN) to propagate information on two graphs. In the LPA-GCN model 
mentioned earlier, the edge weights are learnable, mainly by using the 
LPA method as a regularization to help GCN learn appropriate edge 
weights, thus improving classification performance. Finally, we 
compared AS-GCN, which uses an adaptive layer-wise sampling method 

to speed up GCN training. It constructs the network layer by layer from 
top to bottom, and samples the neighborhoods of different parent nodes 
that are shared among the layers, avoiding excessive expansion due to 
fixed-size sampling. The changes I made were mainly to improve the 
grammar and sentence structure to make it more concise and easy to 
read. I also added some additional explanations to clarify the concepts 
mentioned in the original text. 

4.2. Dataset 

In this round of testing, we aimed to evaluate the stability of our 
model using common knowledge graph data, as well as to further vali-
date its specificity and accuracy using proprietary medical consultation 
data. To this end, we first selected three text-based datasets, namely 
Cora (McCallum et al., 2000), Citeseer (Giles et al., 1998), and Pubmed 
(Dumitrache et al., 2015), which are based on scientific publications, 
and conducted cross-model comparative tests among different models. 
We then conducted a vertical comparative test using classic medical 
question-and-answer datasets, namely Drug seeking (Ayvaz et al., 2015) 
and Malacards (Rappaport et al., 2017), from the Chinese corpus, in 
order to further validate the role of our specific medical knowledge 
graph (Table 3) and the changes in different node strategies (Table 4). 
The specific graph data sets we have chosen and their associated 
descriptive parameters are listed in Table 1 below: 

4.3. Experimental setting 

4.3.1. Pre-processing 
We first stratified the GCN network and evaluated the prediction 

accuracy on a test set of labeled examples. We used additional validation 

Fig. 12. GCN Semi-supervised Structure.  

Fig. 13. Remove Isolated Nodes.  
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sets of the labeled examples for hyperparameter optimization and 
trained using the validation set labels. For the citation network dataset, 
we optimized the hyperparameters on Cora only and used the same 
parameter set for Citeseer and Pubmed. 

4.3.2. Implementation details 
We implemented our algorithms for GCN semi-supervised (SGS) and 

Cheby_GCN, LPA_GCN, and AS-GCN using the TensorFlow 1.15.4 

environment. For the training models, we used Adadelta trained 200 
epochs for each model, on a machine with an Intel i7-10875H CPU, 32 
GB RAM, and CUDA 7.5 by comparing the accuracy and time con-
sumption, and the final experimental results are shown in Table 2 below. 

5. Results 

5.1. Comparison test results for different models. 

According to the fourth part of the experimental test, we first used 
the three classical graph text data of Cora, Citeseer, and Pubmed to 
calculate the accuracy and training time of our GCN Semi-Supervised 
(SGS) and Cheby GCN, AS-GCN, and LPA-GCN mainstream algorithms 
of the same type, and the specific comparison results are shown in 
Table 2 below: 

In Table 2, we distinguish the corresponding rows of different 
datasets with different colors, and we also bold the best results of the 
four models under the same evaluation standards. It is clear that the 
GCN Semi-Supervised (SGS) algorithm we use has an overall advantage 
in training time, and this advantage is more evident for the larger 
Pubmed dataset, reaching a speedup of about 3.4 times that of Cheby 
GCN and AS-GCN and about 2.2 times that of LPA-GCN. Meanwhile, the 
GCN Semi-Supervised algorithm also achieves non-negligible results in 
the case of classification in each dataset, achieving the best accuracy 
results in both Cora and Citeseer datasets, while also taking the second 
place slightly behind LPA-GCN in the large sample Pubmed dataset. 
Considering its fast training results, it is certainly gratifying to achieve 
such accuracy, and further proves the importance and correctness of the 
selection of GCN Semi-Supervised for deployment. 

5.2. Introduction of model evaluation metrics 

Regarding how the model is evaluated, we introduce the metrics of 
hit rate and convergence rate. Hit rate refers to the match between the 
results of multiple GCN semi-supervised classifications and direct 
lookup and is an indicator of the stability and accuracy of GCN semi- 
supervised classification. If direct lookup has no result, the percentage 
of all run results is displayed; the convergence rate refers to the proba-
bility of GCN convergence. 

We evaluated different database hit rates, running times, and 
symptom counts in turn, and the relevant data and their comparative 
effects are shown in the following tables: 

5.3. Relationship between eigenvalues and root node values with model 
stability and accuracy 

For common GCN semi-supervised classification problems (such as 
social networks), the feature value of each node is often set to 1 for 
training. In contrast, this project introduces prevalence as the feature 
value considering user requirements, which has an improvement for the 
stability and accuracy of the model. 

In addition, it is different from the common graph classification 
problem due to the presence of the operation of rebuilding the tree. The 

Fig. 14. Pseudo-code Process.  

Table 1 
Comparison of sample parameters for the graph data set.  

Parameters Cora Citeseer PubMed Drug 
seeking 

Malacards 

Dataset size 2708 3327 19,717 43,969 35,524 
Number of 

edges 
5429 4732 44,338 289,497 186,934 

Number of 
node 
labels 

7 6 3 7 6 

Graph type Citation 
network 

Citation 
network 

Co- 
authorship 
network 

Disease 
network 

Disease 
network 

Node type Research 
paper 

Research 
paper 

Medical 
article 

Diseases Diseases 

Average 
node 
degree 

4.1 3.5 4.4 13.2 10.5  
Table 2 
Comparison results of each model test.  

Methods Cheby GCN AS-GCN 

Datasets Accuracy Training Time(s) Accuracy Training Time(s) 

Cora 0.786 50.85 0.866 21.44 
Citeseer 0.688 23.79 0.792 56.47 
Pubmed 0.739 421.19 0.793 434.86 
Methods LPA-GCN GCN Semi-Supervised 
Datasets Accuracy Training Time(s) Accuracy Training Time(s) 
Cora 0.884 19.00 0.916 10.30 
Citeseer 0.791 33.00 0.813 17.32 
Pubmed 0.870 294.00 0.846 130.08  
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root node (symptom) of this model does not have a prevalence 
parameter. 

Therefore, for the case where the eigenvalue is set to the prevalence 
rate, the selection of the root node eigenvalue needs to be considered. 
Based on the basic theoretical motivation of the neural network model of 
graph f (X, A), we construct a multilayer graph convolutional network 
(GCN) with the following interlayer propagation rules (Kipf and Well-
ing, 2016; Fu et al., 2021). 

H(l+1) = σ
(

D̃ −
1
2
ÃD̃ −

1
2
H(l)W(l)

)

We believe that there are several possible ways to take the root node 
according to the probability distribution: for example, take it as 0 (not 
diseased); take it as 100 (must suffer); take it as the maximum value of 
the eigenvalues of the neighboring nodes; take it as the minimum value 
of the eigenvalues of the neighboring nodes; take it as the average value 
of the eigenvalues of the neighboring nodes. 

We test the model on the Malacard database below and wait until the 
symptom set results are the same as above: 

As seen in the Table 3, the SGS algorithm model we adopted achieved 
greater than 90% results in both the Chinese dataset Seeking Medicine 
and the English dataset Malacards, with some even reaching nearly 
100%. This shows that our direct input preprocessing of the dataset, 
combining the graph convolutional neural network with the knowledge 
graph, can effectively optimize the problem of multi-symptom matching 
efficiency for medical mapping. It also has accuracy and generalization, 
which can achieve good prediction results. 

From the table, we can see that by setting the root node to 0 or 100, 
the convergence rate and hit rate are generally lower than the other 
setting methods, indicating that the setting method of fixing only the 
root node is not reasonable. 

The highest hit rate and convergence rate are achieved when we 
select all the feature values set to 1 as the root node, where the 
convergence rate is nearly 100% when the number of symptoms is 4. 
This also shows that the traditional graph neural network model is still 
applicable for the introduction of the prevalent medical knowledge map. 

As seen from Fig. 11, the highest hit rate and convergence rate are 
achieved for the feature values selected all set to 1 as the root node. It 
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Table 4 
Comparison of the Effects of the Five Methods.  

Eigenvalue Number of 
symptoms 

Convergence 
rate 

Hit 
rate 

Running 
time/s 

Adjacent Nodes 
Mean 

2  0.45  0.19  25.105 
3  0.74  0.11  96.555 
4  0.86  0.08  94.846  

Adjacent Nodes 
Minimum 

2  0.37  0.12  30.685 
3  0.77  0.08  89.738 
4  0.80  0.00  92.992  

Adjacent Nodes 
Maximum 

2  0.46  0.17  25.894 
3  0.79  0.10  89.023 
4  0.84  0.02  90.977  

Prevalence 
Maximum 

2  0.38  0.08  24.975 
3  0.62  0.06  83.641 
4  0.73  0.04  95.082  

Prevalence 
Minimum 

2  0.47  0.14  25.710 
3  0.79  0.05  83.629 
4  0.76  0.09  99.452  

All Eigenvalues are 
One 

2  0.89  0.54  25.178 
3  0.97  0.33  83.401 
4  0.99  0.21  89.071  
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indicates that the traditional graph neural network model is still appli-
cable for the introduction of the prevalent medical knowledge map. 

We also found that as the number of nodes increased, the conver-
gence rate increased but the hit rate decreased. We speculate that the 
decrease in hit rate may be due to the increase in the possible symptoms. 
At the time of network convergence, the selected intersection set did not 
contain the target disease. Or even if the target disease is included, it is 
not the one with the highest prevalence in the set; and the convergence 
rate is increasing because of the increase in the number of nodes on the 
one hand, and because we just selected nodes with different labels on the 
other hand (See Fig. 15). 

5.4. The relationship between runtime and model training time 

From the above results, it is clear that the total running time of the 
model has a large difference from the model training time. Taking the 
Drug seeking database as an example, Fig. 16 shows the comparison of 
the ratio of the operation time to the total running time of the database 
using GPU or CPU for the different number of symptoms input. The total 
runtime is the sum of the database operation time and the model 
training time. 

6. Discussion 

6.1. Describe and analyze the research results 

In the development of the results section, we perform a compre-
hensive comparison of several mainstream GCN algorithms and our GCN 
Semi-Supervised (SGS) in terms of accuracy and training time under a 
variety of graph text datasets in Section 5.1 to verify the efficiency and 
accuracy of our algorithm selection. In Section 5.2, we introduce two 
metrics, hit rate, and convergence rate, to explain the operation mech-
anism of the model and the convergence and hit situation under 
different symptom parameters, for the case of proprietary datasets of 
medical diseases, to demonstrate the effectiveness and stability of the 
model under proprietary medical conditions. Meanwhile, in Section 5.3, 
we further demonstrate the five classification strategies such as 
maximum node, minimum node selection, and their result differences 
under the different number of medical conditions respectively, further 
refining the running strategies based on the model validity. 

6.2. Advantage and disadvantage 

6.2.1. Advantage 
The introduction of GCN provides a new idea for a KG-based doctor- 

patient Q&A system to solve multi-symptom matching diseases. More 
reliable results can be obtained through graph classification when the 
direct lookup fails. The advantages of the project include:  

• Optimizing the medical mapping multi-symptom disease matching 
efficiency by employing GCN and KG.  

• Separately optimizing Chinese and English corpora and considering 
local dialect audiences to enhance the model’s applicability and 
generalizability.  

• Effectively integrating information by linking medical, patient, 
symptoms, medical advice, and other related data in the KG.  

• Establishing classification pre-processing for different numbers of 
symptoms to ensure matching running time while taking into ac-
count the model’s convergence rate. 

Fig. 15. Comparison of test results.  

0.983 
0.986 

0.994 

0.979 

0.964 

0.983 

0.940

0.950

0.960

0.970

0.980

0.990

1.000

2 3 4

T
im

e 
co

ns
um

pt
io

n 
ra

tio

Arg_num

GPU

CPU

Fig. 16. The ratio of database operation time to total time.  
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6.2.2. Disadvantage  

• The model database is not fully consistent with the convergent 
intersection, and there is a possibility of external noise interference 
instability. Although the convergence rate of the model is signifi-
cantly improved with more symptoms, the results may still vary with 
database iterations and the non-uniqueness of the intersection set. 

• The data-driven nature of AI models leads to low prediction proba-
bility for special groups and rare cases, and the annotation of these 
special sets in the original dataset is limited and incomplete. 

6.3. Discuss the limitations and suggest future directions for the 
application 

Assuming a sufficiently complete corpus and ample computing 
power without considering hardware costs such as storage devices and 
high-performance servers, we have completed the construction of the 
model. However, in practical applications, we still face some limitations. 
For example, there is a requirement to further reduce the hardware costs 
and network infrastructure of existing computing in the era of large 
models and to further advance the standardization and normalization of 
medical databases. 

Therefore, we can anticipate that as future infrastructure perfor-
mance improves, and data and policy standardization become more 
prevalent, the model can be applied in specific medical question-and- 
answer scenarios to achieve a fast, accurate, and secure medical diag-
nosis. In the future, we can also expand the application of the model 
through the following efforts: 

6.3.1. Improving data quality and diversity 
Future research directions can focus on establishing more compre-

hensive, rigorous, and standardized datasets, including case reports, 
medical literature, and medical vocabularies. Attention should also be 
paid to the influence of factors such as race, age, gender, and geographic 
location on diseases to better meet the medical needs of different 
populations. 

6.3.2. Increasing the robustness of the model 
Future research directions can explore further optimization methods 

for deep learning models to make them more stable and robust. Addi-
tionally, research can focus on how to integrate knowledge from other 
fields into medical deep learning to improve model accuracy and 
robustness. 

6.3.3. Establishing multi-level medical guidance systems 
Future research directions can focus on building multi-level medical 

guidance systems to meet the needs of different users. For example, 
providing simple and understandable medical advice to patients, and 
more detailed and professional diagnosis and treatment advice to 
doctors. 

6.3.4. Strengthening privacy protection 
With the development of medical deep learning technology, personal 

privacy protection becomes increasingly important. Future research 
directions can explore how to protect the privacy and security of per-
sonal medical data, as well as how to address data ownership and control 
issues. 

7. Conclusions 

This paper proposes a comprehensive disease guidance model that 
starts with obtaining patient voice information, which is semantically 
divided into standard keywords. A knowledge graph is then constructed 
by combining one or more keywords, and matched using a semi- 
supervised graph neural network to provide accurate medical advice 
quickly. We have optimized the algorithms used for speech recognition, 

natural language processing (NLP), and keyword matching to improve 
the model’s accuracy and response time in the medical Q&A scenario. 
Our model outperforms other models of its kind in terms of overall 
performance. 

CRediT authorship contribution statement 

Xu Wang: Conceptualization, Writing – review & editing, Visuali-
zation, Supervision, Methodology, Writing – original draft, Formal 
analysis, Data curation. Zijin Luo: Data curation, Writing – original 
draft, Conceptualization. Rui He: Visualization, Investigation, Writing – 
original draft, Writing – review & editing, Data curation. Yixin Shao: 
Methodology, Writing – original draft. 

Declaration of Competing Interest 

The authors declare that they have no known competing financial 
interests or personal relationships that could have appeared to influence 
the work reported in this paper. 

Data availability 

Data will be made available on request. 

Acknowledgments 

Thanks to Professor Che Cui from the Chengdu Institute of 
Computing Applications, Chinese Academy of Sciences for his guidance 
and assistance, and to his Ph.D. student Xinran Xie. 

References 

Abeel, T., Van de Peer, Y., & Saeys, Y. (2009). Java-ml: A machine learning library. 
Journal of Machine Learning Research, 10, 931–934. 

Abidi, S. S. R. (2001). Knowledge management in healthcare: Towards ‘knowledge- 
driven’ decision-support services. International Journal of Medical Informatics, 63 
(1–2), 5–18. 

Ahmedt-Aristizabal, D., Armin, M. A., Denman, S., & Sridharan, S. (2021). Graph-based 
deep learning for medical diagnosis and analysis: Past, present and future. Sensors, 
21(14), 4758. 

Ali, T., Khan, W., Muhammad, K., Abbas, H., & Iqbal, S. (2020). The Intelligent Medical 
Platform: A Novel Dialogue-Based Platform for Health-Care Services. Computer, 53 
(2), 35–45. 

Allen, R. P., Picchietti, D., Hening, W. A., Trenkwalder, C., Walters, A. S., Montplaisi, J., 
et al. (2003). Restless legs syndrome: Diagnostic criteria, special considerations, and 
epidemiology: A report from the restless legs syndrome diagnosis and epidemiology 
workshop at the National Institutes of Health. Sleep Medicine, 4(2), 101–119. 

Ayvaz, S., Horn, J., Hassanzadeh, O., Zhu, Q., Stan, J., Tatonetti, N. P., et al. (2015). 
Toward a complete dataset of drug–drug interaction information from publicly 
available sources. Journal of Biomedical Informatics, 55, 206–217. 

Babaoğlu, I., Kıran, M. S., Ülker, E., et al. (2013). Diagnosis of coronary artery disease 
using artificial bee colony and k-nearest neighbor algorithms. International Journal of 
Computer and Communication Engineering, 2(1), 56–59. 

Bordes, A., Weston, J., Collobert, R., & Bengio, Y. (2011). Learning structured 
embeddings of knowledge bases. In AAAI (Vol. 6, pp. 301-306). 

Brigham, E. O., & Morrow, R. E. (1967). The fast Fourier transform. IEEE Spectrum, 4(12), 
63–70. 

Bu, H., Du, J., Na, X., et al. (2017). Aishell-1: An open-source Mandarin speech corpus 
and a speech recognition baseline. In In 2017 20th conference of the Oriental chapter of 
the international coordinating committee on speech databases and speech I/O systems and 
assessment (O-COCOSDA) (pp. 1–5). IEEE.  

Buchanan, B. G., & Feigenbaum, E. A. (1978). DENDRAL and meta-DENDRAL: Their 
applications dimension. Artificial Intelligence, 11(1–2), 5–24. 

Cai, Q., Wang, H., Li, Z., Liu, X., & Liu, Y. (2019). A survey on multimodal data-driven 
smart healthcare systems: Approaches and applications. IEEE Access, 7, 
133583–133599. 

Calegari, R., Ciatto, G., Denti, E., Omicini, A., & Zambonelli, F. (2020). Logic-based 
technologies for intelligent systems: State of the art and perspectives. Information, 11 
(3), 167. 

Che, W., Li, Z., & Liu, T. (2010). Ltp: A Chinese language technology platform. In Coling 
2010: Demonstrations (pp. 13-16). 

Chen M, Chen M, Liang S, et al. (2019). Cross-Lingual, Multi-Speaker Text-To-Speech 
Synthesis Using Neural Speaker Embedding. In Interspeech (pp. 2105-2109). 

Chen, X., Jia, S., & Xiang, Y. (2020). A review: Knowledge reasoning over knowledge 
graph. Expert Systems with Applications, 141, Article 112948. 

X. Wang et al.                                                                                                                                                                                                                                   

http://refhub.elsevier.com/S0957-4174(23)00713-3/h0005
http://refhub.elsevier.com/S0957-4174(23)00713-3/h0005
http://refhub.elsevier.com/S0957-4174(23)00713-3/h0010
http://refhub.elsevier.com/S0957-4174(23)00713-3/h0010
http://refhub.elsevier.com/S0957-4174(23)00713-3/h0010
http://refhub.elsevier.com/S0957-4174(23)00713-3/h0015
http://refhub.elsevier.com/S0957-4174(23)00713-3/h0015
http://refhub.elsevier.com/S0957-4174(23)00713-3/h0015
http://refhub.elsevier.com/S0957-4174(23)00713-3/h0020
http://refhub.elsevier.com/S0957-4174(23)00713-3/h0020
http://refhub.elsevier.com/S0957-4174(23)00713-3/h0020
http://refhub.elsevier.com/S0957-4174(23)00713-3/h0025
http://refhub.elsevier.com/S0957-4174(23)00713-3/h0025
http://refhub.elsevier.com/S0957-4174(23)00713-3/h0025
http://refhub.elsevier.com/S0957-4174(23)00713-3/h0025
http://refhub.elsevier.com/S0957-4174(23)00713-3/h0030
http://refhub.elsevier.com/S0957-4174(23)00713-3/h0030
http://refhub.elsevier.com/S0957-4174(23)00713-3/h0030
http://refhub.elsevier.com/S0957-4174(23)00713-3/h0035
http://refhub.elsevier.com/S0957-4174(23)00713-3/h0035
http://refhub.elsevier.com/S0957-4174(23)00713-3/h0035
http://refhub.elsevier.com/S0957-4174(23)00713-3/h0045
http://refhub.elsevier.com/S0957-4174(23)00713-3/h0045
http://refhub.elsevier.com/S0957-4174(23)00713-3/h0050
http://refhub.elsevier.com/S0957-4174(23)00713-3/h0050
http://refhub.elsevier.com/S0957-4174(23)00713-3/h0050
http://refhub.elsevier.com/S0957-4174(23)00713-3/h0050
http://refhub.elsevier.com/S0957-4174(23)00713-3/h0055
http://refhub.elsevier.com/S0957-4174(23)00713-3/h0055
http://refhub.elsevier.com/S0957-4174(23)00713-3/h0060
http://refhub.elsevier.com/S0957-4174(23)00713-3/h0060
http://refhub.elsevier.com/S0957-4174(23)00713-3/h0060
http://refhub.elsevier.com/S0957-4174(23)00713-3/h0065
http://refhub.elsevier.com/S0957-4174(23)00713-3/h0065
http://refhub.elsevier.com/S0957-4174(23)00713-3/h0065
http://refhub.elsevier.com/S0957-4174(23)00713-3/h0080
http://refhub.elsevier.com/S0957-4174(23)00713-3/h0080


Expert Systems With Applications 227 (2023) 120211

13

Collobert, R., Puhrsch, C., & Synnaeve, G. (2016). Wav2letter: An end-to-end convnet- 
based speech recognition system. arXiv preprint arXiv:1609.03193. 

Curiac D. I., Vasile G., Banias O., et al. (2009). Bayesian network model for diagnosis of 
psychiatric diseases. Proceedings of the ITI 2009 31st International Conference on 
Information Technology Interfaces, 61-66. 
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